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Thus, for large $s$, we get $U_{\mathbb{F}}\left(f_{d}, r, s\right)=\Theta\left(d^{1 / r}\right)$, which resolves this case.
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Reason to choose $f_{d}$ is that it is a very simple polynomial.
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This above lemma puts PIT $\in$ RP.

## VP $\neq$ VNP \& Efficient PIT

$$
\mathrm{VP} \neq \mathrm{VNP}
$$
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## KI03, AGS19



$$
\text { constant }(\geq 4) \text {-variate explicit hard polynomial }
$$

$$
f(x)=\sum_{i=1}^{s} Q_{i}^{e_{i}}, \operatorname{deg}\left(Q_{i}\right) \leq t \text { and } e_{i}=\omega(1) \Longrightarrow s \geq(d / t)^{\Omega(1)}
$$
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If Conjecture C 1 holds for an $r \geq 25$, then blackbox-PIT $\in \mathrm{P}$.

## Theorem 2: Conjecture C1 to VP $\neq$ VNP

Assume GRH, and Conjecture C1 holds for an $r \geq 25$, then VP $\neq \mathrm{VNP}$.
Theorem 2 is reminiscent to the following:
Strong lower bound on sum-of-squares in non-commutative settings implies Permanent is hard [HWY11].
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where
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- This circuit normal-form (CNF) has played a key role in all recent depth-reduction results [AV08, Koi12, GKKS13, Tav15].
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Note that $\operatorname{deg}\left(g_{i j}\right) \leq d / 4$.
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